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LHC → High Luminosity LHC
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TODAY

Peak luminosity:
~7.5x1034 cm-2s-1

Integrated luminosity:
~3000 fb-1~40 fb-1 @ 13 TeV



Motivation
• Higgs boson
‣ Precision measurements of properties & couplings
‣ Rare decays 
‣ Di-Higgs searches to measure 

Higgs self-coupling
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tau trigger with an offline threshold at 88 GeV and a di-tau trigger with an offline threshold at
56 GeV for each object with |h| < 2.4. The equivalent trackless trigger thresholds for the same
rate are 140 GeV and 90 GeV, respectively.

A combination of the single and double tau triggers in the scenario with track trigger increases
the absolute trigger acceptance by a factor of 1.7 compared to applying the Run-I analysis pT
threshold on in the same |h| region, largely due to the addition of the single tau trigger which
was not available in Run-I. Compared to the combination of tau triggers without the tracking
capability, the track-aware scenario increases the absolute acceptance by 5.5 times, a huge gain
from the addition of tracking information at the Level-1 trigger level. In summary, a precision
Higgs boson program with taus will be very difficult without an upgrade of the trigger system
including the track trigger.

10.1.4 Higgs boson pair production

Studies of Higgs boson pair production at the HL-LHC will provide insight on Higgs boson
trilinear coupling [236]. This measurement would directly probe the Higgs field potential since
the self-coupling is related to the third derivative of the Higgs potential at its minimum. The
process is also sensitive to other BSM effects, as new physics can modify the rate of Higgs
boson pair production. The dominant Higgs boson pair production mode at LHC is through
gluon fusion. Figure 10.9 shows the dominant Feynman diagrams. Di-Higgs events can be
produced via a box diagram and through the Higgs boson self-coupling contribution. The two
processes interfere destructively and the cross section is near minimum for the SM. It should
be noted that the cross section increases by a factor of two if the Higgs boson self coupling is
zero. In fact, the Higgs boson pair production cross section is about 1000 times smaller than
single Higgs boson production cross section.

The final states are generated with MADGRAPH [237] interfaced with PYTHIA6 [89] for parton
showering and fragmentation. The sample is normalized to the NNLO cross section of 40.7
fb [238].

Figure 10.9: Feynman diagrams contributing to gluon fusion Higgs boson pair production.

Studies are performed of di-Higgs production and decay into for bbgg, bbWW, where the W
boson decays leptonically, and bbtt. Its crucial that the Phase-II detector can cope with the chal-
lenging environment of HL-LHC, as pileup mitigation, b-tagging, tau-tagging, photon identi-
fication efficiencies, and mass resolutions are instrumental to perform these measurements.
Triggers are assumed to be 100% efficient in these studies. Delphes fast simulation [22] is used
for bbWW results. The parameterized performance of the Phase-II detector in Delphes is taken
from the corresponding GEANT-based [79] full simulation samples. The bbgg analysis uses
MC truth-level information with smearing functions to model the performance of the Phase-
II detector. A combination of the two approaches mentioned above is used for the bbtt final
state.
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sented. The results take into account the impact of radiation damage and pileup, as well as2186

the improvement to the detector planned to preserve its capabilities. More complete and de-2187

tailed projections are given in chapter 10, which also presents the assumptions that went into2188

producing each result.2189

The study of the Higgs boson will continue to be central to the program. It will include precise2190

measurements of the Higgs boson couplings, probing of its tensor structure, and the search2191

for rare SM and BSM decays. The enormous dataset will give access to all the p-p production2192

processes and decays of the Higgs boson. Figure 1.10 shows the current CMS results (left) and2193

a projection for the measurement of Higgs boson couplings in a dataset of 3 ab�1 at 14 TeV2194

center-of-mass energy (right) as a function of the boson or fermion masses [8, 9]. Compared2195

to a precision of about 20% on Higgs boson couplings today, percent-level precision can be2196

reached for most coupling measurements. The coupling to the second-generation fermions will2197

be probed for the first time measuring the Higgs boson decay to two muons. Measurements of2198

di-Higgs production with a cross section of about 40 fb will allow the study of the Higgs boson2199

self coupling.2200
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Figure 1.10: Observed and projected precision on Higgs boson couplings as a function of boson
or fermion masses.

Figure 1.11 shows the predicted mass distribution for H ! ZZ⇤ to four leptons for the full2201

Phase-II luminosity with the upgraded CMS detector. This may be compared with the Run-I2202

result shown in Figure 1.2 of this report, which has less than 1% of the integrated luminosity2203

shown here.2204

Higgs boson coupling to charged leptons is a crucial measurement. The coupling to electrons is2205

too small to measure, but the coupling to t-leptons will be well-measured by the end of Phase-2206

II. The couplings to the muons, whose branching fraction is only ⇠10�4 will become accessible2207

at the HL-LHC.2208

In addition, the role of the Higgs boson in the electroweak symmetry breaking will be tested in2209

studies of the vector boson scattering processes. These measurements could also be sensitive to2210

new physics through the triple-gauge couplings (TGCs) and quartic-gauge couplings (QGCs).2211

Forward-jet tagging will be crucial to efficiently identify these processes. In general, precision2212

measurements of electroweak observables have played a key role in validating the SM and in2213

putting indirect constraints on BSM physics.2214
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Figure 1.11 shows the predicted mass distribution for H ! ZZ⇤ to four leptons for the full2201

Phase-II luminosity with the upgraded CMS detector. This may be compared with the Run-I2202

result shown in Figure 1.2 of this report, which has less than 1% of the integrated luminosity2203

shown here.2204

Higgs boson coupling to charged leptons is a crucial measurement. The coupling to electrons is2205

too small to measure, but the coupling to t-leptons will be well-measured by the end of Phase-2206

II. The couplings to the muons, whose branching fraction is only ⇠10�4 will become accessible2207

at the HL-LHC.2208

In addition, the role of the Higgs boson in the electroweak symmetry breaking will be tested in2209

studies of the vector boson scattering processes. These measurements could also be sensitive to2210

new physics through the triple-gauge couplings (TGCs) and quartic-gauge couplings (QGCs).2211

Forward-jet tagging will be crucial to efficiently identify these processes. In general, precision2212

measurements of electroweak observables have played a key role in validating the SM and in2213

putting indirect constraints on BSM physics.2214
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Motivation
• Detailed studies of possible discovered new particles at the LHC

• Extend discovery reach in searches for SUSY & other BSM scenarios

• Search for rare SM processes, possibly enhanced by BSM physics
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Figure 1.12: Mass reach of SUSY searches from selected 8 TeV results (masses excluded at
95% CL) and from projections for 14 TeV running at high luminosities (highest masses for 5s

observation). Simplified models are used for the interpretations in each case.

limit, which will be a concern for the direct experiments [10]. For this program to be successful2242

it is essential that, in particular, the quality of the missing ET measurement is kept at a similar2243

level as for the present data.2244

The approach of observing new physics through the study of rare decays also benefits from the2245

increased statistics. The decay Bs ! µ

+
µ

� will become a precision measurement and the decay2246

Bd ! µ

+
µ

� will be established and will be measured with reasonable accuracy. The projected2247

mass distribution is shown in Fig. 1.13. The significance of the Bd, predicted to be 2.2s after2248

300 fb�1, will improve to 6.8 s with 3000 fb�1.2249

A particularly exciting possibility is to use the Higgs boson as a search tool for dark matter at2250

the LHC. The Higgs boson may well be a portal connecting the standard model with other new2251

physics sectors, such as the dark sector. In that case, and if the dark matter particle is relatively2252

light, the search for dark matter in the decay of Higgs particles, via the so called ’invisible2253

decay’ channel will be important. A new channel proposed to search for dark matter is mono-2254

Higgs production[11], similar to the mono-jet signature, except that anobservable Higgs boson2255

is emitted in the final state from the produced dark matter particles. For this channel the high2256

luminosity of the HL-LHC will be essential.2257

In the event of a discovery during the first phase of the LHC, the large dataset of the HL-LHC2258

will be critical to unveil the nature of the observed new particles. This will require precise2259

measurement of their properties, such as production cross sections, masses, and spin-parity. It2260

will also be essential to extend the searches of other new physics signals.2261

In addition and in support of these discovery topics, very many measurements of SM phe-2262

nomena will be made at the HL-LHC. In addition to providing high statistics measurements2263

that can provide insight into many models of these processes, they will also help define SM2264

“backgrounds” that must be known and well-modelled to carry out he discovery portion of2265

the program. For example, parton distribution functions (PDFs) of the proton are crucial in-2266



The price for high luminosity
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PILEUP: number of overlapping interactions (expected average ~200)

Particularly challenging for trigger system!

Simulated event display with average pileup of 140



The price for high luminosity
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PILEUP: number of overlapping interactions (expected average ~200)

Particularly challenging for trigger system!

Simulated event display with average pileup of 140

LHC:	a	superb	performance

• Thanks	to	the	accelerator	teams	of	CERN,	the	LHC	has	exceeded	even	
the	most	optimistic	performance	estimates

The	estimate	prior	to	the	start	of	the	2016	
campaign	were	to	achieve	something	
similar	to	the	previous	best	(	2012)

Luminosity	used	for	the	results	
presented	today	12.9	fb-1

Peak	Lumi =	
1.2	1034Hz/cm2

4CMS	livetime ~95%	and		>	94%	of	logged	data	usable	for	any	physics	analysis

Pileup	
distribution	for	
the	data	
shown	here



CMS trigger system

• L1 trigger
‣ Hardware-based, implemented in 

custom-built electronics
‣ Muon & calorimeter information with 

reduced granularity

• High-Level Trigger (HLT)
‣ Software-based, executed on large 

computing farms
‣ Tracking & full detector granularity

9

ATLAS & CMS:  Trigger System
• Current trigger systems

• L1 trigger
• Hardware-based, implemented in custom-built electronics
• Muon & calorimeter information with reduced granularity, no tracking information

• High-Level Trigger (HLT)
• Software-based, executed on large computing farms
• Tracking information & full detector granularity
• ATLAS use level-2 & event filter, CMS single-step HLT

19

ATLAS:  3 physical levels CMS:  2 physical levels

Wesley Smith, U. Wisconsin, October 3, 2013 ECFA – HL-LHC: – Trigger & DAQ -  3 

Journey to HL-LHC 
2012-2013 run: 

•  Lumi = 7 x 1033, PU = 30, E = 7 TeV, 50 nsec bunch spacing 
•  2012 ATLAS, CMS operating: 

•  L1 Accept ≤ 100 kHz,  
•  Latency ≤ 2.5 (AT), 4 µsec (CM) 
•  HLT Accept ≤ 1 kHz 

Where ATLAS & CMS will be: 
•  Lumi = 5 x 1034 

•  <PU> = 140, Peak PU = 192 (increase × 6)  
•  E = 14 TeV (increase × 2)  
•  25 nsec bunch spacing (reduce × 2) 
•  Integrated Luminosity > 250 fb-1 per year  

Need to establish scenario for L1 Accept, Latency, HLT 
Accept & new trigger “features” (e.g. tracking trigger) 

Front  end pipelines 

Readout buffers 
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Switching network 

Detectors 

Lvl-1 
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ATLAS: 3 physical levels CMS: 2 physical levels 

Detectors
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Detectors

Front end 
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Readout 
buffers

Switching 
network

Processor 
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40 MHz

L1 output:  75 kHz

~3 kHz

200 Hz

40 MHz

100 Hz

L1 trigger decision 
in ~2.5 (4) µs for 

ATLAS (CMS)

L1 output:  100 kHz

40 MHz

HLT output: 100 Hz

L1 output: 100 kHz

Which collision events to read out & store for offline analysis?

~4µs
“latency”



Why tracking @ L1?
• With HL-LHC, event rates would exceed what can be read out at L1

• Physics goals rely on excellent detector performance & trigger capabilities 
‣ Must allow triggering on objects at electroweak scale! 

• Typical handle to control event rates at trigger level -- momentum thresholds

10

Increasing thresholds limits physics 
potential + alone insufficient!

⇒ Tracking @ L1



Using tracking @ L1
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Figure 6.4: Top: Efficiencies for a single muon trigger with 20 GeV threshold as a function of
the generated transverse momentum of the muon, for stand-alone L1 muons (red symbols) and
for muons that are matched to L1 tracks (black symbols). Two ranges in pseudo-rapidity are
shown. Bottom: Rates of single muon triggers as a function of the pT threshold. For triggers
based on stand-alone L1 muons, the quality cut (Q � 4) that was used during Run-I is applied.
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Figure 6.4: Top: Efficiencies for a single muon trigger with 20 GeV threshold as a function of
the generated transverse momentum of the muon, for stand-alone L1 muons (red symbols) and
for muons that are matched to L1 tracks (black symbols). Two ranges in pseudo-rapidity are
shown. Bottom: Rates of single muon triggers as a function of the pT threshold. For triggers
based on stand-alone L1 muons, the quality cut (Q � 4) that was used during Run-I is applied.Sharpened pT threshold → significant rate reductions

Example 1: Muons -- combine track with L1 muon object



Using tracking @ L1
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Jet vertex position → reject pileup 
→ significant rate reductions

Example 2: Jets -- use nearby tracks to 
identify vertex position

cone ΔR < 0.40

JET
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Figure 6.11: Left: Resolution for jet vertex position based on L1 track match. Right: Efficiency
for reconstructing the jet vertex within 1 cm of the true vertex, as a function of the jet pT.

tracks in an h � f cone around the jet are selected. A first estimate for the z vertex is obtained
from a pT weighted average of the tracks. Outliers are removed in two passes before the final
vertex position is calculated. The resolution obtained on the z position is about 1 mm as shown
in Fig. 6.11 (left). The efficiency for finding the vertex position of the jet to better than 1 cm
accuracy is about 95% for jets with pT > 70 GeV (see Fig. 6.11, right).

Having the jet vertex position, we can use this when forming triggers as illustrated in Fig. 6.12.
The performance of a MHT trigger is assessed using events corresponding to stop pair produc-
tion, where each stop decays into a top and a neutralino. The amount of missing transverse
energy in the events depends on the mass difference between the stop and the neutralino. Two
scenarios have been considered, which are close to the expected discovery reach of HL-LHC,
and which lead to events with an average generator-level MET of ⇠ 200 GeV and ⇠ 300 GeV, re-
spectively. Figure 6.12 shows the performance of a MHT trigger for these two example scenar-
ios. In each case, events with a generator-level missing transverse energy larger than 100 GeV
are used to define the signal. The blue and magenta open squares show the rate and efficiency
of a MHT trigger that uses only the calorimeter information. Two jet algorithms have been used
as input to the MHT calculation; they differ in particular in the amount of “pileup subtraction”
that they achieve, one being more conservative than the other. The blue and magenta closed
dots show how the performance of these MHT triggers is improved when MHT is calculated
only from jets that come from the same vertex3, within 1 cm. The vertex constraint can reduce
the rates by a factor of typically 5 to 10, a larger reduction being obtained when using the jet
algorithm that is less efficient in subtracting the pileup, as expected. After the vertex constraint,
both algorithms lead to comparable rates. For a signal with a “medium” amount of missing
transverse energy (Fig. 6.12 right), the vertex constraint allows for a MHT trigger that is ⇠ 95%
efficient, with an acceptable rate of a few tens of kHz.

6.4.8 Tracking based MET

The reconstruction of the primary vertex makes it possible to compute the missing transverse
momentum carried by all L1 tracks attached to the vertex. Only tracks that have a transverse
momentum above a minimal threshold pT,min and that have a z0 consistent with the primary
vertex within ⇠ 1 cm are considered in the vectorial sum. The tracks are also required to pass
quality cuts, which have been designed to limit the contribution of fake tracks that are often

3The leading jet is used here to set the z-vertex reference. Using the event vertex instead, determined as explained
in Section 6.4.6, gives very similar results.

B. Winer  “A Level-1 Track Trigger for the CMS Phase 2 Upgrade” -- DPF Meeting, August 2015

Benefits of L1 Tracking

4

• Electrons/Photons
➡ Extra measurement - Rate Reduction
➡ Isolation

•Muons
➡ Excellent PT Resolution
‣ Rate Reduction

➡ Isolation

• Tau Triggers
➡ Multi-pronged 

• Separation of Interactions
➡ Hadronic/Multi-object Triggers

Improved 
Reconstruction

Lower Rates

Lower Thresholds

Improved Physics 
Sensitivity

6.4. Track Trigger 211

Figure 6.12: The rate as a function of the signal efficiency for inclusive missing transverse en-
ergy triggers, in three supersymmetric scenarios. The open symbols show the performance of
triggers that do not make use of L1 tracking information: the red squares correspond to the
calorimetric MET trigger, while the blue and magenta squares correspond to triggers on MHT,
the missing transverse momentum reconstructed from jets. The blue and magenta closed dots
show the performance of MHT triggers when the jets are constrainted to originate from the
same vertex. The black closed dots correspond to a trigger based on TrkMET.

mismeasured. The resulting ”track-based missing transverse momentum”, or “TrkMET”, is7945

much more robust with respect to pileup than the calorimetric MET.7946

The performance of a TrkMET trigger is assessed on the stop-pair production events used pre-7947

viously. The black dots in Fig. 6.12 show the signal efficiency and the rates of a trigger based on7948

TrkMET, while the red dots correspond to a cut on the calorimetric MET. For the two scenarios7949

considered, a cut on TrkMET allows one to reduce the rates by one to two orders of magnitude,7950

compared to a cut on the calorimetric MET. An inclusive TrkMET trigger that would ensure a7951

signal efficiency of 80% to 85% in the very challenging “low MET” scenario (Fig. 6.12 left) ap-7952

pears to be within reach, with a rate of a few tens of kHz. In contrast, an inclusive calorimetric7953

MET trigger that would efficiently select events from the “low MET” scenario is completely out7954

of reach.7955

6.4.9 Multi-object triggers7956

Many triggers can be built that require several objects, for example two muons, or a muon7957

and a jet. Generalizing the multi-jet triggers discussed in 6.4.7, the corresponding rates can7958

be significantly reduced by demanding that these objects all come from the same vertex. For7959

example, a z-vertex consistency requirement of 1 cm retains ⇠ 97% of Z ! µµ events, while7960

it reduces the rate of a low threshold dimuon trigger by a factor of ⇠ 3. All di-object triggers7961

considered in Section 6.5 below make use of this 1 cm vertex consistency requirement, except a7962

few of them for which one leg is not required to be confirmed by the tracker.7963



... how?



CMS tracker for HL-LHC
• New all silicon outer tracker + inner pixel detector
‣ Increased granularity for HL-LHC occupancies
‣ Tracking in hardware trigger

14
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CMS tracker for HL-LHC
• New all silicon outer tracker + inner pixel detector
‣ Increased granularity for HL-LHC occupancies
‣ Tracking in hardware trigger

15

Reconstruct trajectories of charged 
particles with pT > 2 (3) GeV

18 Chapter 2. Tracker
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Figure 2.4: Sketch of one quarter of the Tracker Layout. Outer Tracker: blue lines correspond
to PS modules, red lines to 2S modules (see text). The Pixel Detector, with forward extension,
is shown in green.

target number of pile-up events to benchmark the performance of the detector.1319

• Improved two-track separation. The present Tracker has degraded track finding performance1320

in high-energy jets, due to hit merging in the Pixel detector. In order to optimally exploit the1321

statistics of the high luminosity operation, the ability to distinguish two close-by tracks needs1322

to be improved.1323

• Reduced material in the tracking volume. The performance of the current Tracker is signifi-1324

cantly limited by the amount of material, which also affects the performance of the calorimeters1325

and of the overall event reconstruction in CMS. Operation at high luminosity will greatly ben-1326

efit from a tracker with significantly less material in the fiducial volume.1327

• Robust pattern recognition. Track finding at high pile-up becomes increasingly more difficult1328

and time consuming. The layout of the upgraded Tracker should enable fast and efficient track1329

finding, which is particularly important for the high level trigger (HLT).1330

• Compliance with the L1 trigger upgrade. The selection of interesting physics events at L1 be-1331

comes extremely challenging at high luminosity, not only because of the rate increase, but also1332

because selection algorithms become inefficient at high pile-up. Therefore, in order to preserve1333

and possibly enhance the performance of CMS in a wide spectrum of physics channels, it is1334

foreseen to increase the L1 rate and latency to 750 kHz and 12.5 µs, and to add tracking infor-1335

mation in the trigger decision, moving to L1 part of the reconstruction that is today performed1336

in the high-level trigger.1337

• Extended tracking acceptance. It has been demonstrated that the overall CMS physics capa-1338

bilities would greatly benefit from an extended coverage of the tracker and calorimeters in the1339

forward region (see ??). For the Tracker, this requirement mostly concerns the layout of the1340

Pixel detector.1341

In Sections 2.1.3 and 2.1.4 the main features of the upgraded Pixel and Outer Tracker are in-1342

troduced. Detailed descriptions of the two designs are presented in Sections 2.2 and 2.3. The1343

boundary between the two detectors is at around R = 20 cm, the same location as the interface1344

between the Pixel detector and the Strip detector in the present configuration of CMS. A sketch1345

of one quadrant of the Phase-2 Tracker layout is shown in Fig. 2.4.1346

2S modules

PS modules

Inner pixel detector 
(not used for L1 triggering)

results shown today based on earlier version of geometry with flat barrel



pT modules
• Modules provide pT discrimination in FE electronics through hit correlations 

between closely spaced sensors

• Stubs: Correlated pairs of clusters, consistent 
with ≥ 2 GeV track
‣ Data reduction at trigger readout
‣ Stubs form input to track finding

16

2S modules (strip-strip)
• Strip sensors 10x10 cm2

• 2x5 cm long strips, 90 µm pitch

PS modules (pixel-strip)
• Top sensor:  2x2.5 cm strips, 100 µm pitch
• Bottom sensor: 1.5 mm x 100 µm pixels

2.1. The Phase-II Tracker Upgrade 29

Figure 2.5: (a) Correlation of signals in closely-spaced sensors enables rejection of low-pT parti-
cles; the channels shown in light green represent the “selection window” to define an accepted
“stub”. (b) The same transverse momentum corresponds to a larger distance between the two
signals at large radii for a given sensor spacing. (c) For the end-cap disks, a larger spacing
between the sensors is needed to achieve the same discriminating power as in the barrel at the
same radius. The acceptance window can therefore be tuned along with the sensor spacing to
achieve the desired pT filtering in different regions of the detector.

2.1.3 Overview of the Pixel detector design2812

The requirement of radiation tolerance is particularly demanding for the Pixel detector, as2813

shown above in Fig. 2.3. Preliminary studies show that good results can be obtained by us-2814

ing thin planar silicon sensors, segmented into very small pixels. With such a configuration the2815

detector resolution is much more robust with respect to radiation damage than the present de-2816

tector, where the precision relies on the ability to reconstruct the tails of the charge deposited in2817

a 300 micron-thick sensor. At the same time the required improvement in two-track separation2818

mentioned above is also obtained. Pixel sizes of 25 ⇥ 100 µm2 or 50 ⇥ 50 µm2 are being con-2819

sidered, representing a factor of 6 reduction in surface area compared to the present pixel cells.2820

For the readout chip, such a small pixel size can be achieved with the use of 65 nm CMOS tech-2821

nology and an architecture where a group of channels (pixel region) shares digital electronics2822

for buffering, control, and data formatting.2823

An alternative option that is being actively pursued is the possibility to use 3D silicon sensors,2824

offering intrinsically higher radiation resistance because of the shorter charge collection dis-2825

tance. As the production process is more expensive and so not suitable for large volumes, the2826

use of 3D sensors could be limited to the small regions of highest particle fluence.2827

The research on sufficiently radiation tolerant sensors and the design of the readout chip are2828

the key activities during this initial phase of the detector development. They are discussed in2829

Sections 2.2.1 and 2.2.2.2830

The new design will preserve the ease-of-access of the current detector that enables the possi-2831

bility to replace degraded parts over an Extended Technical Stop. The geometry of the Phase-I2832

detector [6] with 4 barrel layers and 3 forward disks is taken as a starting point. The forward2833

extension could be most simply realized by increasing the number of forward disks from 3 to2834

10, out of which the last 3 consist of the outer part only, in order to be compatible with the2835

conical section of the beam pipe. Such an extended pixel detector will have an active surface2836

of approximately 4 m2, compared to 2.7 m2 for the Phase-I detector. The time required for the2837



HL-LHC conditions
• 40 million bunch crossings / second, 

each on average 200 interactions

• ~33 charged particles from minbias 
events @ 14 TeV
‣ 6600 charged particles / bunch crossing!
‣ ~180 tracks with pT > 2 GeV per event

17

§ Need to readout tracker 
information and reconstruct 
tracks at 40 MHz bunch 
crossing rate

§ Total latency budget: 5 μs
§ 1 μs for reading out data from 

front end  + 4 μs for L1 
tracking algorithm

§ For <PU> = 140 @ 14 TeV
§ ~ 4600 charged particles per 

BX within tracker volume

§ The amount of data that need 
to be read out can be reduced
§ Soft spectrum: peak around 

200 MeV, less than 3% above 
2.0 GeV

§ expect ~125 tracks with pT > 
2.0 GeV per BX

8/29/16CU Group Meeting 3

2.7% above 2.0 GeV
0.8% above 3.0 GeV

pT distribution for 
minbias tracks

2.7% above 2 GeV
0.8% above 3 GeV
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Challenges
• Combinatorics ⇒ 15-20K input stubs / BX 

• Data volumes ⇒ up to ~50 Tbits/s

• L1 trigger decision within 12.5 µs (*) ⇒ time available for track finding ~4 µs 

• A track-trigger operating at 40 MHz with <10 µs latency has never been built!
‣ CDF:  L2 with lower input rate & less dense environment
‣ ATLAS FTK:  After L1 with lower input rate & longer latency

18
(*) increased beyond current CMS trigger system, also increasing L1 output rate 100 kHz ⇒ 750 kHz



Track trigger strategy

19

• Parallelization 
‣ Divide tracker in segments in φ / z
‣ Time-multiplexed systems -- process several BX simultaneously

• Different approaches to attack combinatorics & occupancies

The CMS L1 Track Trigger Upgrade 
 for the High-Luminosity LHC

J. Konigsberg, Univ. of Florida
On behalf of the CMS collaboration

Data transfer (~50 Tbs)

Data formatting Pattern recognition Track fitting + 
duplicate removal

Output 
tracks to 
L1 trigger

Δt = 4 µsΔt = 0



CMS track triggering
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R&D efforts ongoing -- 
different approaches for handling 
occupancies & combinatorics

FM-TMT!

1/15/16% S.Jindariani,%VCI'2016% 20%

Time%mul?plexed%architecture%

• %%HLT@like%architecture%–%event%data%flows%to%a%single%processing%node%

• %%now%implemented%in%CMS%Level%1%Calorimeter%Trigger%

• %%allows%for%a%simple,%scalable%slice%demonstra?on%system%
%

•  processors%are%independent%in%8me%
•  maximizes%flexibility%to%make%changes%to%
algorithm%(even%during%opera?on!)%

•  efficient%use%of%FPGA%resources%%
•  minimizes%hardware%regions%
•  regional$data$sharing$avoided$

regional%readout%boards%

event%1%

event%2%

event%3%

N%independent%processing%boards%…%

FM-TMT!
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• %%allows%for%a%simple,%scalable%slice%demonstra?on%system%
%

•  processors%are%independent%in%8me%
•  maximizes%flexibility%to%make%changes%to%
algorithm%(even%during%opera?on!)%
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•  minimizes%hardware%regions%
•  regional$data$sharing$avoided$

regional%readout%boards%

event%1%

event%2%

event%3%

N%independent%processing%boards%…%

Time multiplexed architecture

Associa:ve!Memory!+!FPGA!
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Associative memories pattern matching

Emulation ⇔ Firmware Comparisons (1)

• Goal:  Systematic large-scale comparison between firmware & emulation

‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!

18

Tracklet Method:  Project

• Project tracklets to other layers 
& disks to search for matching 
stubs

• Search windows derived from 
residuals between projected 
tracklets & stubs

• Both inside-out & outside-in

4

x

y
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x

y

Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

trackletstub pair

tracklet

fitted track

S. Kyriacou, B. Yates, 
J. Chaves, LS

Tracklet method



Tracklet method



Tracklet approach
• Minimal hardware system based on commercial FPGAs
‣ Off-the-shelf hardware
‣ Ever-increasing capability + programming flexibility ➙ ideal for fast track finding

• Tracklet algorithm
‣ Road search algorithm
‣ Few (simple) calculations
‣ Parallelized processing in time & space
‣ Naturally pipelined implementation
‣ Operates at a fixed latency -- truncate if necessary 

22
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Tracklet Method:  Project

• Project tracklets to other layers 
& disks to search for matching 
stubs

• Search windows derived from 
residuals between projected 
tracklets & stubs

• Both inside-out & outside-in
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Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

trackletstub pair

tracklet

fitted track

S. Kyriacou, B. Yates, 
J. Chaves, LS



Tracklet algorithm:  Seeding
• Seed by forming tracklets
‣ Pairs of stubs in adjacent layers/disks
‣ Initial tracklet parameters from stubs + 

beamspot constraint 
‣ Consistent with pT > 2 GeV

23
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Tracklet algorithm:  Seeding
• Seed by forming tracklets
‣ Pairs of stubs in adjacent layers/disks
‣ Initial tracklet parameters from stubs + 

beamspot constraint 
‣ Consistent with pT > 2 GeV

24
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x

y

Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

x

y

tracklet

B. Winer  “A Level-1 Track Trigger for the CMS Phase 2 Upgrade” -- DPF Meeting, August 2015
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 Firmware Performance 

9

• C++ Firmware Emulation
➡ Evaluate firmware performance
➡ Evaluate choices

• Comparisons:
➡ Integer vs floating point calculations
➡ Coverage based on tracklet seed
➡ duplicate track removal.

• Single particle MC w/o pileup
‣ High pileup performance (next page)
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Tracklet Seed
Barrel Layer 1+2
Barrel Layer 3+4
Barrel Layer 5+6
Disk 1+2
Disk 3+4
Barrel Layer 1 + Disk 1
Barrel Layer 2 + Disk 1

Muon Track Finding

Tracks in
Disks

Efficiency for single muons (using firmware emulation)

Seed multiple times in
parallel to ensure good 
coverage & redundancy



Tracklet algorithm:  Project

• Project tracklets to other layers & 
disks to search for matching stubs

• Use predefined search windows

• Project both inside-out & outside-in

25
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x

y

Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

L1+L2 trackletprojections to different 
layers/disks done in parallel!



Tracklet algorithm:  Fit

• Perform track fit of stubs matched 
to trajectory

• Linearized χ2 fit

• Gives final track parameters
‣ pT, η, φ0, z0 
‣ Optionally d0 

26
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Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
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y

final track



Tracklet algorithm:  Duplicate Removal

• A given track can be found many 
times due to seeding in multiple 
pairs of layers
‣ Ensures high efficiency

• Remove duplicates based on 
shared stubs
‣ Compare pairs of tracks & count 

# independent / shared stubs

27
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Tracking performance

28

• Efficiency as function of η for single 
particles (e/µ/π)

• High efficiencies achieved

• Minimal impact from truncation 
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Tracking performance
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• σ(z0) ~ 1 mm for wide range of η thanks to PS modules

• σ(pT)/pT ~ 1% at central η for high-pT track
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- Already good enough resolution for trigger 
- Known degradation from using too few bits in certain points of calculations, can be corrected



... how to implement this?



Algorithm implementation
• Simulations of method
‣ Floating-point simulation (C++)
‣ Integer emulation of firmware (C++)
‣ FPGA firmware simulation (Vivado)

• Hardware implementation
‣ Currently implemented in firmware as two projects (half barrel vs hybrid+disks)
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Hardware configuration
• System replicated for parallel data processing

• Divide detector in φ sectors
‣ Tracks with pT > 2 GeV span max. 2 sectors
‣ Dedicated processing board for each sector

• System time multiplexed by factor 6
‣ New event every 150 ns

• Tracklet formation within sector, projections
to neighboring sectors sent there for stub
matching

32



Hardware configuration
• System replicated for parallel data processing

• Divide detector in φ sectors
‣ Tracks with pT > 2 GeV span max. 2 sectors
‣ Dedicated processing board for each sector

• System time multiplexed by factor 6
‣ New event every 150 ns

• Tracklet formation within sector, projections
to neighboring sectors sent there for stub
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Hardware configuration
• System replicated for parallel data processing

• Divide detector in φ sectors
‣ Tracks with pT > 2 GeV span max. 2 sectors
‣ Dedicated processing board for each sector

• System time multiplexed by factor 4-8
‣ New event every 100-200 ns

• Tracklet formation within sector, projections
to neighboring sectors sent there for stub
matching
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Hardware configuration
• System replicated for parallel data processing

• Divide detector in φ sectors
‣ Tracks with pT > 2 GeV span max. 2 sectors
‣ Dedicated processing board for each sector

• System time multiplexed by factor 6
‣ New event every 150 ns

• Tracklet formation within sector, projections
to neighboring sectors sent there for stub
matching

35

3

Segmentation: Sectors

Tracklet	System	Overview

one	sector

§ Minimize cross-sector communication, while balancing data 
volume in a single FPGA
§ Detector is divided into 28 sectors along azimuth
§ 28 is the largest number that ensures that a 2 GeV track is always fully 

contained within two neighboring sectors
§ Only need to communicate with two neighbors



Challenge of combinatorics
• Main challenge -- combinatorics in forming tracklets & matching projections

• Subdivide layers & sector into smaller units to allow parallel processing

36
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Virtual Modules

Layer 1:  3ϕ x 8z (2 shown) subregions
Layer 2:  4ϕ x 8z (2 shown) subregions
 

➙ 768 pairs, but only 96 can form valid tracklets

Layer 1

Layer 2

z

ϕ

“Virtual modules”



Project overview
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Demonstrator
• Demonstrate that full tracking chain meets required performance within 

available latency 
‣ For final system process each sector with a single (future) FPGA
‣ 2016 demonstrator

• φ sector for barrel vs hybrid+disk projects 

• Process many simulated events in sequence
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sector n

sector n+1

sector n-1

DTC emulation (stub input) L1 track sink (trigger)250 Gb/s

~100 Gb/s

~100 Gb/s

20 Gb/s

80 Gb/s

80 Gb/s80 Gb/s

80 Gb/s

L1 Tracking  

Total of 4 boards (one shared for 
input & output)



Demonstrator hardware
• Sector boards for demonstrator -- µTCA boards
‣ Xilinix Virtex-7 FPGA + Zynq chip for outside communication
‣ AMC13 card provides central clock distribution
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USCMS Caltech Meeting - 28-Feb-15B. Winer

Full Demonstrator Hardware (2)
• Sector boards require:

➡ Large high performance FPGA (Vertex 7)
➡ Significant I/O of order 500-600 Gbits/s

• Several options of boards within CMS
➡ ATCA: Pulsar 2b
‣ Advantages:

๏ Take advantage of larger power/cooling capacity
๏ Development for L1 Tracker AM approach

‣ Disadvantage:  Uncertain availability
➡ μTCA: MP7, CTP7 
‣ L1 Calorimeter Trigger boards
‣ Advantages:

๏ Boards in production and being commissioned.
๏ Significant number of CTP7 spares that could be available very soon.

‣ Disadvantages:
๏ Might not be final choice of architecture. 

• Using CTP7 probably gives us the fastest
 path to a demonstrator system.

12

CTP7

U. Wisconsin
Note: Vertex-7 chip used on 

CTP7 is the same as on 
VC709 board.

CTP7

Jorge Chaves

Demonstrator (2)
• We currently have 4 CTP7 

boards in a µTCA crate in 
building 904 at the Prevessin 
site

• These will be the basis for the 
tracklet demonstrator

• 3 sector processor boards

• Input and output are 
handled by a single board

• AMC13 card for central clock 
distribution and 
synchronization

7

Special thanks to the 
Wisconsin group

Test stand @ CERN
Boards developed by University of Wisconsin 

for 2016 CMS L1 trigger upgrade

§ Use commercially available FPGA
§ Xilinx Virtex-7 
§ more powerful FPGA in the future
§ We are hoping each " sector can be processed with a single 

future FPGA
§ Currently targeting to put half-sector project on one Virtex-7 

chip

§ Processing boards
§ Xilinx VC709
§ CTP7 board developed by U. of  Wisconsin
§ Both boards host the same Virtex-7 chip

8/30/16CU Group Meeting 16



Demonstrator results
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✓ C++ emulation vs firmware implementation:
     - single µ: 100% agreement 
     - ttbar+PU=200: >99% agreementHalf Barrel - ttbar + 200 PU

16B. Winer 9-Dec-2016 L1 Tracking Review: Tracklet Demonstrator

φ

zo η

Local
PT

Half Barrel - ttbar + 200 PU

16B. Winer 9-Dec-2016 L1 Tracking Review: Tracklet Demonstrator

φ

zo η

Local
PT

✓ 100% agreement between board 
     output & Vivado firmware simulation



Latency measurement
• A full end-to-end latency measurement done using clock counter
‣ 240 MHz clock (same as processing clock)
‣ Implemented on input emulator board 

• First track out latency: 800 clks = 3.33 µs

• Well within budget (4µs)!

• Compare with latency model
‣ Each processing step has fixed latency => 3.35 µs 
‣ In good agreement with measured latency (3 clks / 0.38% difference)
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• Latency 

• from sending out stubs to 
receiving tracks

• no Duplicate removal yet
• Measurement with a clock counter 

• 240 MHz clock
• same as processing clock

• implemented on the DTC 
emulator

• start: read enable of input 
memory

• Write counter output to a memory 
when:

• first stub is sent or
• valid tracks are received
• a list of time stamps
• BX of the received track is also 

written into the memory

Measured latency:
784 clk  or 3.27 μs



Summary



Conclusions
• Incorporating tracking in L1 trigger critical to achieve required rate reductions 

for CMS at HL-LHC

• Highly challenging -- track triggering on this scale never implemented before
‣ Aggressive R&D efforts ongoing
‣ System demonstrators in 2016 show feasibility of the systems

• One of these efforts: tracklet approach
‣ Road search algorithm using commercial FPGAs 
‣ Manage data volume & combinatorics -- segmentation & parallel processing
‣ Feasibility demonstrated!

• Implemented on Virtex-7 FPGAs with 3.33 µs latency
‣ Ongoing work

• Improvements to improve load balancing & reduce latency even further
• Migrate to new tracker geometry
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